
  

Actual behavior of a Gibbs sampler

(thanks to Stephen Altschul)



Behavior of the Objective Function
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The Evolving Multiple Alignment
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Phase Shifts
The Gibbs sampling algorithm may easily converge on a local optimum that is a 
“phase-shifted” version of the global optimum.  Why?

Optimal solution:
Solution found:

SQKETGDILGISQMHVSRLQRKAVKKL
TQREIAKELGISRSYVSRIEKRALMKM
RVSITAENLGLTQPAVSNALKRLRTSL
CFVRAAFEAGIGLGALARLCRALDAAN
RRIEIAHALCLTERQIKIWFQNRRMKW
NQIRAADLLGLNRNTLRKKIRDLDIQV
TQRSLAKALKISHVSVSQWERGDSEPT
EKEEVAKKCGITPLQVRVWFINKRMRS
GTEKTAEAVGVDKSQISRWKRDWIPKF

⋯ ⋯ 
   One remedy is to add a separate “phase-
shift sampling step”.

   No segments are removed, but 
likelihoods are calculated for the current 
alignment and several
phase-shifted alternatives.  

   This can be understood as changing the 
topology, of definition of distance,
on the underlying “alignment space.”
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